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Large Language Models and Assistants

• Large language models (LLMs) are powerful tools that can support 
writing, coding, problem exploration, and communication. 
• But like any tool, their value depends on how they're used. 
• This seminar focuses on developing LLM literacy as a modern soft 

skill—emphasizing critical thinking, awareness of limitations, and 
responsible usage. 
• We will see how to use LLMs to enhance our work without over-

relying on them, and how to stay in control of both the process and 
the outcome.
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Large Language Models (LLMs)

• Deep neural networks trained on massive text corpora to perform a 
wide range of language tasks. 
• Foundation of modern AI systems for search, dialogue, 

summarization, coding, and more.
• What is a Large Language Model?
• A transformer-based neural network (e.g., GPT, T5, LLaMA, PaLM)
• Trained on billions to trillions of tokens from internet-scale text
• With 100M to 100B of parameters
• They learn to predict the next token given a sequence (autoregressive) or fill 

in missing text (masked modeling), enabling them to acquire general 
language understanding.



<cls> Le temp est beauThe weather is nice 

• A model:
• follows the encoder-decoder structure,
• input tokens are mapped to a 

sequence of continuous 
representations, 
• and these representations are 

consumed by the decoder which 
generates a sequence of outputs.

• Does not use RNNs or CNNs. 
Instead, it only uses dense and 
attention layers.

Transformers

Vaswani, Ashish, et al. "AHenIon is all you need." Advances in 
neural informa1on processing systems 30 (2017).
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Prompt engineering

• Be clear and specific: 
• Provide enough context for the model to understand what you are asking. 
• Avoid ambiguity and be as precise as possible to get accurate and relevant 

responses.
• Iterative refinement: 

• Start with an initial prompt, 
• Review the response, 
• Refine the prompt based on the output. 
• Adjust wording, add more context, or simplify the request.

• Requesting a different tone: 
• Use descriptive adjectives to indicate the tone. 
• Words like formal, informal, friendly, professional, humorous, or serious can help 

guide the model. 
• For instance, "Explain this in a friendly and engaging tone."



Explain to me like I am 5

• Specify the Audience & Depth

• ``Give me a three-sentence overview of [topic] for absolute beginners.”

• Ask for the Form of the Explanation

• “Explain [concept] using an analogy related to cooking.”

• Role-Playing Prompts

• “Act as an interviewer. Ask me to explain database indexing in my own words, 

then correct and expand on my answer.”

• Explanation + Actionable Follow-Up

• “Explain what a convolutional neural network is, **then** outline a 3-hour 

self-study plan with links to beginner-friendly resources.”



OpenAI prompting

• Be specific, descrip,ve and as detailed as possible about the desired 
context, outcome, length, format, style, etc
• Put instruc*ons at the beginning of the prompt and use ### or """ to 

separate the instruc*on and context 
• Instead of just saying what not to do, say what to do instead
• Break down complex tasks into smaller, more manageable steps. 

Provide examples and reference text to guide the model
• Code Genera,on Specific: use “leading words” to nudge the model 

toward a par,cular paDern (e.g. import)

https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-the-openai-api

https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-the-openai-api


Position matters
Myth Reality Practical implication

“The model only cares 
about the last few 
lines.”

Transformers attend to all tokens, but their 
learned attention patterns are uneven. 
Most models show a U-shaped 
serial-position curve: tokens near the start 
(primacy) and end (recency) have the 
biggest influence, while the middle is easiest 
to “lose.” 

Put critical instructions either 
right at the top or right at the 
bottom—never let them get 
buried in the middle of long 
context.

“Recency always wins.”

For generation-style tasks the newest 
tokens (end of prompt) often dominate, but 
classification and few-shot tasks can show 
the opposite primacy effect if the first 
label/example is repeated.

Randomise or balance 
label/example order when you 
evaluate; don’t assume the last 
one will win.

“Position bias is fixed.”

Architectural tweaks (e.g. attention-sorting, 
modified positional encodings) can damp 
recency bias, but stock GPT-style models still 
show it. (arXiv, arXiv)

Until you know otherwise, design 
prompts for a recency-weighted 
model.

Guo, Xiaobo, and Soroush Vosoughi. "Serial position effects of large language models." arXiv preprint 
arXiv:2406.15981 (2024)., X Guo, S Vosoughi, arXiv preprint arXiv:2406.15981, 2024

https://arxiv.org/pdf/2310.01427?utm_source=chatgpt.com
https://arxiv.org/html/2410.21216v1?utm_source=chatgpt.com
https://scholar.google.fr/citations?user=z9rwAaIAAAAJ&hl=el&oi=sra
https://scholar.google.fr/citations?user=45DAXkwAAAAJ&hl=el&oi=sra


OpenAI API

Developer User Assistant
developer messages are 
instructions provided by the 
application developer, prioritized 
ahead of user messages.

user messages are instructions 
provided by an end user, prioritized 
behind developer messages.

Messages generated by the model 
have the assistant role.

• You could think about developer and user messages like a function and its 
arguments in a programming language.

• Developer messages provide the system's rules and business logic, like a 
function definition.

• User messages provide inputs and configuration to which the developer 
message instructions are applied, like arguments to a function.

• Stateless calls



Structured outputs



Chain-of-Thought

Wei et al.; Chain-of-Thought Promp7ng Elicits Reasoning in Large Language Models; NeurIPS (2022)



When to use reasoning models

A reasoning model is trained (and usually fine-tuned with tools and 
chain-of-thought examples) so that it can:
• Think step-by-step before it answers instead of jumping straight to a 

completion. This deliberate “system-2” style has been shown to close 
huge performance gaps on math, science and code benchmarks. 
• React to obstacles on the fly – e.g. search the web, write Python, 

inspect the result, then adjust its plan. OpenAI describes o3 this way 
in its launch note: “Reasoning allows the model to pivot as needed to 
information it encounters.” 
• Combine multiple modalities or tools (images, structured data, 

external APIs) in the same session, chaining them reliably.



Using LLMs to formalize proofs



Retrieval Augmented Generation

Gao, Yunfan, et al. "Retrieval-augmented generation for large language models: A survey." arXiv
preprint arXiv:2312.10997 (2023).
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References

Which one is legit?



LLMs are not always right

Wrong sign!



Latest models are not always the best

• On April 25th (2025), OpenAI rolled out an update to GPT-4o in 
ChatGPT that made the model noticeably more sycophantic. 
• It aimed to please the user, not just as flattery, but also as validating 

doubts, fueling anger, urging impulsive actions, or reinforcing 
negative emotions in ways that were not intended. Beyond just being 
uncomfortable or unsettling, this kind of behavior can raise safety 
concerns—including around issues like mental health, emotional 
over-reliance, or risky behavior.

https://openai.com/index/expanding-on-sycophancy/

https://openai.com/index/expanding-on-sycophancy/


Watermarks

• 20 April 2025: Newer GPT-o3 and o4-mini models appear to be 
embedding special character watermarks in generated text. 
• In tesCng, the watermarks were only added to longer responses for 

example when asking GPT-o3 to "Write a full essay on the 
Department of EducaCon". 
• These watermarks consisted of special Unicode characters (primarily 

the Narrow No-Break Space) that look idenCcal to regular spaces but 
have different ASCII-codes
• 23 April 2025: OpenAI fixed it and answered that was due to “a quirk 

of large-scale reinforcement learning”. 

https://www.rumidocs.com/newsroom/new-chatgpt-models-seem-to-leave-watermarks-on-text

https://www.ascii-code.com/
https://www.rumidocs.com/newsroom/new-chatgpt-models-seem-to-leave-watermarks-on-text


Special characters may appear in code



Safety Challenges of LLMs in Multilingual 
Contexts (ACL 2024)

Shen, Lingfeng, et al. "The language barrier: Dissecting safety challenges of llms in multilingual contexts." 
arXiv preprint arXiv:2401.13136 (2024).



Meltemi (quantized) spreads fake news
ollama run ilsp/meltemi-instruct:
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LLM Responsibility Checklist

• Source transparency – can I name where the answer came from?

• Hallucination test – did I run a second prompt to critique the first 
answer?

• Bias & harm scan – have I considered who might be disadvantaged?

• Compliance tick-box – does this use stay inside the AI Act’s risk 
boundaries?

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai


Key takeaways

• LLMs are powerful tools, use it with caution! 
• Using LLMs isn’t just technical—it’s interpersonal and strategic: 

communicate and collaborate!
• A transferable skill across roles, organizations and industries
• It involves judgment, creativity, ethical thinking, and social 

awareness
• Master the fundamentals: math, algorithms, logic
• Those who know what they’re doing will always be ahead…
• Validate, instead of solving end-to-end!



Thank you!


