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Abstract—Text categorization is an important task with plenty
of applications, ranging from sentiment analysis to automated
news classification. In this paper, we introduce a novel graph-
based approach for text categorization. Contrary to the tra-
ditional Bag-of-Words model for document representation, we
consider a model in which each document is represented by a
graph that encodes relationships between the different terms. The
importance of a term to a document is indicated using graph-
theoretic node centrality criteria. The proposed weighting scheme
is able to meaningfully capture the relationships between the
terms that co-occur in a document, creating feature vectors that
can improve the categorization task. We perform experiments in
well-known document collections, applying popular classification
algorithms. Our preliminary results indicate that the proposed
graph-based weighting mechanism is able to outperform exist-
ing frequency-based term weighting criteria, under appropriate
parameter setting.

I. INTRODUCTION

With the rapid growth of the social media and networking
platforms, the available textual resources have been increased.
Being able to automatically analyze and extract useful in-
formation from textual data is an important task with many
applications. Text categorization or classification (TC) refers
to the supervised learning task of assigning a document to a
set of two or more pre-defined categories (or classes), based
on learning models that have been trained using labeled data
(i.e., documents with known class information) [35].

TC can be applied in several domains. A well-known
application is the one of opinion mining (also known as
sentiment analysis). The goal there is to use TC tools in order
to identify subjective information (i.e., positive or negative
opinions) from text corpora [8]. Opinion mining can be useful
in several ways. For example, it can help a company to evaluate
the success of an ad campaign or of a new product, leading
to better risk assessment and management. Another very well-
known application of TC is email filtering and more precisely,
spam detection [2].

The pipeline that is followed in the TC problem is similar
to any other supervised learning task. Most of the existing
methods transform the textual data into a tabular representation
that can later be used for the classification task. Typically, each
document is modeled using the so-called Vector Space Model
[4]. That way, a document is represented as a vector in the
space defined by the different terms, and if a term occurs in
the document, the corresponding value in the vector is non-
zero. The main issue here is how to weight the importance of
each term in the document. Typically, the Bag-of-Words (BoW)
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model is applied [4]; a text is represented as a multiset of its
terms, disregarding the ordering of the words, but only keeping
information about the frequency of appearance. Based on this
modeling, two well-known and widely used term weighting
schemes has been introduced, namely Term Frequency (TF)
and Term Frequency - Inverse Document Frequency (TF-IDF)
[35]. Although several variants and extensions of this modeling
approach have been proposed (e.g., the n-gram model [4]), the
main weakness comes from the underlying term independence
assumption. The order of the terms within a document is
completely disregarded and any relationship between terms is
not taken into account in the categorization task.

In this paper, we introduce term weighting criteria for
TC that go beyond the term independence assumption and
consider relationships between the terms of a document. The
notion of dependencies is introduced based on a graph-based
document representation model. In this model, each term is
represented as a node in the graph and the edges capture co-
occurrence relationships of terms within a specified distance in
the document. The importance of a term can be determined by
the importance of the corresponding node in the graph, using
node centrality criteria. By utilizing term ordering information
in the features extracted by the document, the accuracy of
categorization task can be improved.

The main contributions of this paper can be summarized
as follows:

• Graph-based term weighting schemes: we adopt a
graph-based representation of documents and derive
novel term weighting schemes, by considering local
and global node centrality criteria.

• Exploration of model’s parameter space and exper-
imental evaluation: since graphs are rich modeling
structures, we discuss the main parameters of the
graph representation approach for the TC problem.
Then, we perform a preliminary experimental evalua-
tion on well-known document collections, examining
the performance of the different proposed weighting
criteria.

• Future research directions: although the concept of
graph-based document representation has already been
used in other domains (such as, Information Retrieval),
many features of this modeling approach are still un-
explored. Here, we discuss how such problems can be
addressed in order to further enhance the performance
of graph-based term weighting schemes for TC.

The rest of the paper is organized as follows. Section
II reviews part of the related work on text categorization



techniques as well as graph-based models in text mining
and Information Retrieval. Section III presents preliminary
concepts for the task of TC. Then, in Sec. IV we introduce
our approach and the proposed graph-based term weighting
criteria for TC. Section V presents the experimental results
and finally, in Sec. VI we provide further directions to the TC
problem using the graph representation of documents.

II. RELATED WORK

In this section, we briefly review the related work on TC,
graph-based TC methods and graph-based techniques in text
mining and IR.

a) Text classification: TC is one of the most funda-
mental and well studied tasks in text analytics and a number
of diverse approaches have been proposed [21], [35], [14],
[15], [22], [37], [26], [16], [19]. The first step of TC concerns
the feature extraction task, i.e., which features will be used
to represent the textual content. Typically, the straightforward
Bag-of-Words approach is adopted, where every document
is represented by a feature vector that contains boolean or
weighted representation of unigrams or n-grams in general
[11]. In the case of weighted feature vectors, various term
weighting schemes have been proposed, with the most well-
known ones being TF (Term Frequency), TF-IDF (Term Fre-
quency - Inverse Document Frequency) and several variants
of them [23], [32], [18]. Although these weighting schemes
were initially introduced in the NLP and IR fields, they have
also been applied in the TC task. Paltoglou and Thelwall [28]
reported that, in the case of sentiment analysis, extensions of
the TF-IDF weighting scheme introduced in the IR field can
improve the classification accuracy. A comprehensive review
of this area is offered in the article by Sebastiani [35].

b) Graph-based text classification: Close to our work
are other graph-based text classification methods. Jiang et
al. [13] and Rousseau et al. [31] proposed also to model
documents as graphs; after that, graph mining algorithms
are applied to extract frequent subgraphs, which are then
used to produce feature vectors for classification. Wang et
al. [38] introduced a term graph model, that contrary to our
approach, it captures the relationships among terms using
frequent itemset mining techniques. Aery and Chakravarthy
[1] proposed InfoSift, a graph-matching based method for
document classification. Close to our work is the approach
followed in [12], where they proposed to use random walks
in order to determine the importance of a term. In this paper,
we provide evidences that we can rely on simpler graph-based
criteria to achieve even better results.

c) Graph-based text mining and IR: Graph represen-
tation of documents is common in other text analysis task,
including ad hoc Information Retrieval, keyword extraction
and summarization [3], [34], [24], [7], [6], [29], [30], [10].
Our method moves on a similar axis as these techniques, but
the application is on the TC task.

III. BACKGROUND AND PRELIMINARIES

In this section, we discuss the basic components of the
pipeline to deal with the TC problem. Initially, we introduce
the traditional Bag-of-Words document representation and the
corresponding frequency-based TF, TF-IDF term weighting

criteria that can be derived by this model and have extensively
been used in TC and most of the common text analytics tasks
(e.g., IR, document clustering, keyword extraction). Then, we
briefly describe the classification models that are used in the
core of a TC system.

A. Bag-of-Words Document Representation and Term Weight-
ing

Figure 1 depicts the basic pipeline of a TC system. The
pipeline that typically is followed to deal with the problem is
similar to the one applied in any classification problem; the
goal is to learn the parameters of a classifier from a collection
of training documents (with known class information) and then
to predict the class of unlabeled documents.

The first step in text categorization is to transform doc-
uments, which typically are strings of characters, into a
representation suitable for the learning algorithm and the
classification task. The main approach here is to apply the
Vector Space Model, a spatial representation of text documents.
In this model, each document is represented by a vector in
the n-dimensional space, where each dimension corresponds
to a term (i.e., word) from the overall vocabulary of the given
document collection. More formally, let D = {d1, d2, . . . , dm}
denotes a collection of m documents, and T = {t1, t2, . . . , tn}
be the dictionary, i.e., the set of terms in the corpus D. The set
of terms T can be obtained either directly from the documents
of after applying some standard natural language processing
techniques, such as tokenization, stop-words removal and
stemming [4]. Each document di ∈ D is represented as a
vector of term weights di = {wi,1, wi,2, . . . , wi,n}, where wi,k

is the weight of term k in document di. That way, data can
be represented by the Document-Term matrix of size m × n,
where the rows correspond to documents and the columns to
the different terms (i.e., features) of set T . Note that, due to
the large number of features of this matrix, dimensionality
reduction techniques, such as Latent Semantic Analysis (LSA)
[39], can be applied [35].

The main question regarding the Vector Space Model
is how to find appropriate weights for the terms within a
document. In the traditional Bag-of-Words model for document
representation, each document is represented as the bag (mul-
tiset) of its words, disregarding grammar and even word order.
Under this model, the importance of a term for a document
is mainly based on the frequency of this term. That is, the
weight of a term t ∈ T within a document d ∈ D is based
on the frequency tf(t, d) of the term in the document (TF
weighting scheme). Furthermore, terms that occur frequently
in one document but rarely in the rest of the documents, are
more likely to be relevant to the topic of the document. This
is known as the inverse document frequency (IDF) factor, and
is computed at the collection level. It is obtained by dividing
the total number of documents by the number of documents
containing the term, and then taking the logarithm of that
quotient, as follows:

idf(t,D) = log
m+ 1

|{d ∈ D : t ∈ d|}
,

where m is the total number of documents in collection D,
and the denominator captures the number of documents that
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Fig. 1: Basic pipeline of the Text Categorization task.

term t appears. Here, we refer to the TF-IDF weighting scheme
proposed in [36], also called pivoted normalization weighting:

tf -idf(t, d) =
1 + ln

(
1 + ln(tf(t, d))

)
1− b+ b× |d|

avgdl

× idf(t,D),

where d is the length of the document, avgdl is the average
document length and parameter b is set by default to 0.20. This
scoring function captures the intuitions that (i) the more often
a term occurs in a document, the more it is representative of its
content, and (ii) the more documents a term occurs in, the less
discriminating it is1. Using the TF-IDF score of each term for
each document, we can fill in the weights of the Document-
Term matrix.

B. Classification Models

The core component of the TC task is the classification
model. Each document di ∈ D is associated with a class label
yi, forming the class (or category) vector Y. Then, the goal of
the TC problem is to predict the class labels for a set of test
documents. Based on this formulation, traditional classification
algorithms (e.g., SVMs, Logistic Regression) can be applied
to predict the category label of test documents [5]. As we will
present later on, in this paper we consider the classification
model as a black box. More precisely, in our experimental
results we apply the Support Vector Machine (SVM) classifi-
cation model [14] due to its superior performance in the TC
task.

IV. PROPOSED METHOD

As we have already discussed, the traditional Bag-of-Words
representation of documents and the corresponding scoring
functions, do not retain information about the ordering and
position of the terms in the document. Even if we consider the
n-gram model, still information about the relationship between
two different n-grams is ignored. Here, we propose to use
a graph model for document representation, and we examine
its performance in the TC task. After giving an overview of
our approach, we provide details on (i) how to transform a
document to a graph and (ii) how to weight the importance of
terms under this model.

1Several variants of the TF-IDF score have been proposed. See also the
description given in Ref. [35].

A. Overview

The proposed approach to TC follows the general pipeline
depicted in Fig. 1. The novel point here concerns the way that
the Document-Term matrix is weighed. Instead of using term
frequency criteria, we show that by constructing a graph that
captures co-occurrence relationships between the terms of a
document, we retain structural information about the document
that can improve the TC task. Algorithm 1 shows the basic
steps of the proposed representation and weighting approach.
Note that, the same representation and weighting mechanism
is applied to both the training and test datasets.

Algorithm 1 Graph-Based Term Weighting Method

Input: Collection of documents D = {d1, d2, . . . , dm} and
set (dictionary) of terms T = {t1, t2, . . . , tn}

Output: Term weights tw(t, d) for each term t ∈ T to each
document d ∈ D

1: for d ∈ D do
2: (Graph Construction) Construct a graph Gd = (V,E).

Each node v ∈ V corresponds to a term t ∈ T of
document d. Add edge e = (u, v) between terms u and
v if they co-occur within the same window of size w

3: (Term Weighting) Consider a node centrality criterion.
For each term t ∈ T , compute the weight tw(t, d) based
on the centrality score of node t in graph Gd and fill in
the Document-Term matrix

4: end for

B. Graph Construction

Here, we describe how a document can be represented by
a graph. We refer to this modeling approach as the Graph-
of-Words (GoW) model [29]. As we noted above, the Graph-
of-Words is a different document representation model that
captures relationships between terms, questioning the term
independence assumption [29], [7]. In general, each document
d ∈ D is represented by a graph Gd = (V,E), where the
nodes correspond to the terms t of the document and the
edges capture co-occurence relations between terms within a
fixed-size sliding window of size w. That is, for all the terms
that co-occur within the window, we add edges between the
corresponding nodes (note that, the windows are overlapping
starting from the first term of the document; at each step
we simply remove the first term and add the new one from
the document). As graphs constitute rich modeling structures,
several parameters about the construction phase need to be
specified.



1) Directed vs. undirected graph: One parameter of the
GoW model, is if the graph representation of the document
will be directed or undirected [9]. Directed graphs are able
to preserve actual flow of a text, while in undirected ones,
an edge captures co-occurrence of two terms whatever the
respective order between them is. For example, in the field
of Information Retrieval [29], directed graphs were selected to
model documents. In this paper, we need to examine which
representation is more appropriate for text categorization. As
we will present in Sec. V, in our preliminary experimental
evaluation we have considered both cases.

2) Weighted vs. unweighted graph: One approach is to
consider the graphs as weighted. That is, the higher the number
of co-occurences of two terms in the document, the higher the
weight of the corresponding edge (i.e., the weight of each edge
will be equal to the number of co-occurences of its endpoints).
The second option is to consider the graphs as unweighted. In
our preliminary experiments, we have focused on unweighted
graphs, due to the simplicity of the model.

3) Size w of the sliding window: As we described above,
according to the GoW model, we add edges between the terms
of the document that co-occur within a sliding window of size
w. The size of the window is yet another parameter of the
model. As we will present shortly, for our experiments we have
considered window of size w = 3, since this was performing
well compared to other values. For example, in the Information
Retrieval field, window of size w = 4 produced accurate
results [29]. Note that, although by increasing the size of the
window we are able to capture co-occurrence relationships
between not necessarily nearby terms, the produced graph
becomes relatively dense.

C. Term Weighting Criteria

After creating the graph of each document, we can pro-
ceed with the term weighing process. In the case where the
document is represented by the Bag-of-Words model, the term
frequency (TF) criterion (or TF-IDF) constitutes the basis
for weighting the terms of each document. How this can be
done in the Graph-of-Words model? The answer is given by
utilizing node centrality criteria of the graph [25], [9]. That
way, the importance of a term in a document can be inferred
by the importance of the corresponding node in the graph. In
graph theory and network analysis domains, several centrality
criteria2 have been proposed. Some of them have already been
explored in graph-based Information Retrieval [29], [7] and
keyword extraction [17], [30].

One important characteristic of these measures is that they
consider either local information of the graph (e.g., degree
centrality, in-degree/out-degree centrality in directed networks,
weighted degree in weighted graphs, clustering coefficient) [9],
or more global information, in the sense that the importance
of a node is based on the properties of the node globally
in the graph (e.g., PageRank centrality, eigenvector centrality,
betweenness centrality, closeness centrality). In our prelimi-
nary experimental evaluation, we have considered both types
of centrality criteria, depending also on the type of graph (i.e.,
directed or undirected) that we have chosen to construct (this is

2Wikipedia’s lemma for network centrality: http://en.wikipedia.org/wiki/
Centrality.

happening because some centrality criteria can be only defined
on directed or undirected graphs).

Let Gd = (V,E) be the graph representation of document
d ∈ D. Next, we briefly describe the centrality measures that
were used in our preliminary experimental evaluation [25].

• Degree centrality. The degree centrality is one of
the simplest node importance criteria, which captures
the number of neighbors that each node has. Note
that, the degree centrality is a local criterion. Let
N (i) be the set of nodes connected to node i. Then,
the degree centrality can be derived based on the
following formula:

degree centrality(i) =
|N (i)|
|V | − 1

.

• In-degree and out-degree centrality. Those two cen-
trality measures constitute extensions of the degree
centrality in directed networks, where we treat inde-
pendently the in-degree (number of incoming edges)
and out-degree (number of outgoing edges) of each
node.

• Closeness centrality. In general, closeness centrality
measures how close a node is to all other nodes in
the graph. Let dist(i, j) be the shortest path distance
between nodes i and j. The closeness centrality of a
node i is defined as the inverse of the average shortest
path distance from the node to any other node in the
graph [27]:

closeness(i) =
|V | − 1∑

j∈V dist(i, j)
.

Contrary to degree centrality, the closeness score is a
global metric, in the sense that it combines informa-
tion from all the nodes of the graph. Here we compute
the closeness centrality in the undirected graph.

The above list of centrality criteria is limited and describes
only those that are used in our experimental evaluation. In
fact, any other centrality criterion can be used to weight terms
for the TC task.

After choosing a centrality criterion, we can directly assign
a tw(t, d) of the term t in document d. We refer to this
weighting scheme as TW (in a similar way as the TF score in
the BoW model). Furthermore, we can extend this weighting
criterion, by considering information about the inverse docu-
ment frequency of the term t in the collection D. That way,
we can derive the TW-IDF model as follows [29]:

tw-idf(t, d) =
tw(t, d)

1− b+ b× |d|
avgdl

× idf(t,D).

In the experimental results, we set parameter b = 0.003 as
suggested in [29].

Lastly, an important point concerns the computational
complexity of the chosen centrality criteria. As we expect,
some criteria are more efficient to be computed (e.g., degree
centrality), while other no. This potential trade-off between



classification accuracy and complexity of computing the fea-
tures is also important, since it can affect the overall perfor-
mance (in terms of time complexity) of the TC task.

V. EXPERIMENTAL EVALUATION

In this section, we present our preliminary experimental
evaluation of the graph-based term weighting criteria for TC.
Before presenting our results, we describe the datasets used in
the study and the experimental setup.

A. Description of the Datasets

We have performed experiments with the Reuters-21578
R8 and WebKB datasets. The documents of the Reuters-21578
R8 collection correspond to news that appeared on the Reuters
newswire in 1987 and belong to one out of eight possible
categories. The WebKB dataset corresponds to academic web-
pages that belong to four different categories. Both datasets
have been split into the Train and Test parts3. Tables I and
II give details about the datasets. The final evaluation of our
method is done on the Test part and the goal will be to predict
the class labels.

TABLE I: Description of the Reuters-21578 R8 dataset.

Class Label # of Train docs # of Test docs Total # of docs

acq 1, 596 696 2, 292
crude 253 121 374
earn 2, 840 1, 083 3, 923
grain 41 10 51
interest 190 81 271
money-fx 206 87 293
ship 108 36 144
trade 251 75 326
Total 5, 485 2, 189 7, 674

TABLE II: Description of the WebKB dataset.

Class Label # of Train docs # of Test docs Total # of docs

project 336 168 504
course 620 310 930
faculty 750 374 1124
student 1097 544 1641
Total 2, 803 1, 396 4, 199

The datasets given here (both Train and Test) have been pre-
processed. Stopwords and words that are less than 3 characters
long have been removed from the documents. Finally, Porter’s
stemmer has been applied, keeping only the root of each term.

B. Experimental Setup and Tools

We have implemented the proposed graph-based term
weighting criteria in Python using the NetworkX library4.
For the classification model, we have used SVM with linear
kernel, implemented by the scikit-learn library5.

We perform preliminary experiments on the Test part of
the datasets, after training the classification model on the
Train collection. The classification performance is evaluated

3http://web.ist.utl.pt/acardoso/datasets/
4http://networkx.github.io/
5http://scikit-learn.org/

TABLE III: Classification results of the Reuters-21578 R8 for
different choices of term weighting criteria, with and without
IDF penalization.

Weighting F1-score Accuracy

TF 0.9127 0.9634
TW, degree 0.8991 0.9611
TW, in-degree 0.8037 0.9438
TW, out-degree 0.8585 0.9546
TW, closeness 0.9125 0.9625

TF-IDF 0.8962 0.9616
TW-IDF, degree 0.9175 0.9661
TW-IDF, in-degree 0.8985 0.9629
TW-IDF, out-degree 0.8854 0.9625
TW-IDF, closeness 0.8846 0.9547

TABLE IV: Classification results of the WebKB dataset for
different choices of term weighting criteria, with and without
IDF penalization.

Weighting F1-score Accuracy

TF 0.8741 0.8853
TW, degree 0.8962 0.9032
TW, in-degree 0.8286 0.8545
TW, out-degree 0.8365 0.8603
TW, closeness 0.8960 0.9004

TF-IDF 0.8331 0.8538
TW-IDF, degree 0.8800 0.8882
TW-IDF, in-degree 0.7890 0.8381
TW-IDF, out-degree 0.8049 0.8474
TW-IDF, closeness 0.8505 0.8674

using the macro-averaged Precision, Recall, F1-score measures
and classification accuracy. Furthermore, since we deal with
a multi-class classification problem, for the simplest setup
of our approach, i.e., degree centrality, we also report the
classification results for each category of the datasets. Our
method is compared against the Bag-of-Words model using
(i) TF and (ii) TF-IDF scores. After experimentation, we set
window size w = 3, since it consistently produces good results.

C. Results

We report preliminary experiments regarding the perfor-
mance of the graph-based term weighting criteria. Although
the traditional BoW model already performs well for the
Reuters-21578 R8, here we are mostly interested to examine
the capabilities of the new model to achieve results close to
or superior to the ones of BoW.

Tables III and IV present our preliminary results. For each
case, we are interested to compare the performance of the
TF and TF-IDF mechanisms to the one of TW and TW-IDF
respectively, using the centrality criteria presented earlier. As
we can observe, the proposed weighting schemes produced
by the GoW model, perform relatively well and in many cases
outperform the TF and TF-IDF models. This is mainly evident
in the WebKB dataset; as we can observe, for the Reuters-
21578 R8 dataset, the baseline methods already give high
F1-score and accuracy results. Furthermore, in the case of
the Reuters-21578 R8 dataset, the best results were achieved
with the TW-IDF scheme with degree centrality. Although we
have considered only a few settings of the parameter space
here, the best performance in both datasets is achieved by



TABLE V: Comparison of the TF weighting scheme vs. TW
with degree centrality, for each category of the Reuters-21578
R8 dataset.

Class Label Precision Recall F1-score
BoW GoW BoW GoW BoW GoW

acq 0.9617 0.9405 0.9741 0.9770 0.9679 0.9584
crude 0.9667 0.9649 0.9587 0.9091 0.9627 0.9362
earn 0.9844 0.9889 0.9917 0.9871 0.9880 0.9880
grain 1.0000 1.0000 0.9000 0.7000 0.9474 0.8235
interest 0.8857 0.9167 0.7654 0.8148 0.8212 0.8267
money-fx 0.8415 0.8506 0.7931 0.8506 0.8166 0.8506
ship 0.9375 1.0000 0.8333 0.7222 0.8824 0.8387
trade 0.8875 0.9114 0.9467 0.9600 0.9161 0.9351

Average 0.9629 0.9616 0.9635 0.9612 0.9629 0.9606

TABLE VI: Comparison of the TF-IDF weighting scheme
vs. TW-IDF with degree centrality, for each category of the
Reuters-21578 R8 dataset.

Class Label Precision Recall F1-score
BoW GoW BoW GoW BoW GoW

acq 0.9743 0.9565 0.9799 0.9784 0.9771 0.9673
crude 0.9496 0.9492 0.9339 0.9256 0.9417 0.9372
earn 0.9800 0.9871 0.9945 0.9898 0.9872 0.9885
grain 1.0000 1.0000 0.9000 0.9000 0.9474 0.9474
interest 0.8243 0.9200 0.7531 0.8519 0.7871 0.8846
money-fx 0.7952 0.8721 0.7586 0.8621 0.7765 0.8671
ship 0.9630 1.0000 0.7222 0.6667 0.8254 0.8000
trade 0.9103 0.9241 0.9467 0.9733 0.9281 0.9481

Average 0.9608 0.9663 0.9616 0.9662 0.9608 0.9656

the degree centrality (undirected graph), with or without IDF
normalization.

Furthermore, we have compared the performance of the
BoW and GoW weighting schemes for each category of the
datasets. In Tables V, VI and Tables VII, VIII we report the
performance per category of the TF vs. TW schemes and
TF-IDF vs. TW-IDF for each dataset. In all cases, we use
degree centrality for the GoW weighting schemes. As we can
observe, for the Reuters-21578 R8 dataset, the performance of
the GoW model is very close to the one of BoW weighting
mechanisms; in the case where we apply IDF normalization,
the TW-IDF scheme performs in general better than TF-IDF,
especially in categories of small size (e.g., grain, interest).
For the case of the WebKB dataset, in almost all categories,
both TW and TW-IDF significantly outperform the baseline
weighting mechanisms.

VI. DISCUSSION AND FUTURE WORK

The goal of this paper was to introduce a new paradigm for
TC. The main idea is to represent each document as a graph,
based on co-occurrence information between terms. Then, the
importance of a term to a document can be specified using node
centrality centrality criteria, such as degree and closeness cen-
trality. We have performed preliminary experimental evaluation
and the results are encouraging regarding the applicability of
the proposed term weighting schemes to the TC task.

Due to the rich modeling properties of graphs, several
parameters need to be specified for the problem. Here, we have
only considered a small subset of them, but a better exploration

TABLE VII: Comparison of the TF weighting scheme vs. TW
with degree centrality, for each category of the WebKB dataset.

Class Label Precision Recall F1-score
BoW GoW BoW GoW BoW GoW

course 0.9233 0.9736 0.9323 0.9516 0.9278 0.9625
faculty 0.8534 0.8944 0.8717 0.8610 0.8624 0.8774
project 0.8259 0.8766 0.7857 0.8036 0.8049 0.8385
student 0.9039 0.8791 0.8989 0.9357 0.9014 0.9065

Average 0.8852 0.9039 0.8854 0.9033 0.8852 0.9029

TABLE VIII: Comparison of the TF-IDF weighting scheme
vs. TW-IDF with degree centrality, for each category of the
WebKB dataset.

Class Label Precision Recall F1-score
BoW GoW BoW GoW BoW GoW

course 0.8858 0.9639 0.9258 0.9484 0.9054 0.9561
faculty 0.8411 0.8368 0.8209 0.8503 0.8309 0.8435
project 0.7358 0.8889 0.6964 0.7619 0.7156 0.8205
student 0.8777 0.8818 0.8842 0.9191 0.8810 0.9001

Average 0.8526 0.8889 0.8539 0.8883 0.8531 0.8878

of the parameter’s space is needed in order to have a more
complete picture of the capabilities of this model. Next, we
describe some problems that are interesting to be addressed
under this context.

A. Exploration of Parameter’s Space

As we discussed earlier, there are several ways to construct
a graph from the document (e.g., directed or undirected). Ad-
ditionally, depending on the graph construction, many diverse
centrality criteria can be applied in order to weight the terms.
A complete exploration of this space will give better insights
about the ability of this method to outperform the traditional
TF and TF-IDF scoring functions in the TC task, and our
preliminary results support this argument.

B. Graph-Based Inverse Collection Weight

In the case of TF-IDF scheme, the frequency of each term
in the document (TF factor) is penalized by the number of doc-
uments in which it appears (IDF factor). In our experiments,
we simply penalize the TW graph-based weight by the IDF
factor of the BoW model. How to derive a term penalization
factor using the GoW model? For example, can we create a
graph from all documents and consider centrality metrics (such
as degree centrality) at the collection-level graph?. The last
point has not been explored in the related literature and it
would be interesting to examine it in the context of TC.

C. Graph-Based Dimensionality Reduction

A basic preprocessing step in any classification task is the
one of dimensionality reduction. As we described earlier, in
the context of TC we can apply dimensionality reduction in
the Term-Document matrix (e.g., LSA). However, it would be
interesting to examine if we can extend the task of dimension-
ality reduction to the graph representation of the documents.
In the graph space, dimensionality reduction can be defined



either on the nodes of the graph (i.e., the terms), either on
the edges or on both. For example, it would be an interesting
research direction to examine if graph sampling [20] or edge
sparsification [33] techniques can be applied in graphs that
represent documents and if this can improve the TC task.
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